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#### Abstract

The identification of networks is an issue that is relevant in many research fields. Assessing links between nodes of a network by analyzing time series associated to those nodes is a crucial topic in fields as diverse as neuroscience and climate research. In this work we present NetOnZeroDXC, a package that implements a recently published method for the assessment of networks out of multivariate time series. The method relies on the computation of zero-delay cross-correlation between pairs of time series. The software implements the various stages of the algorithm in a general way, thus making up a novel tool that can be used for network analysis in different fields.
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## 1. Introduction

The analysis of complex systems in terms of networks is a common issue of many research fields, from neuroscience [1] to climate research [2,3] and economics [4]. A network structure can be identified by first assessing links between possible network elements, henceforth referred to as nodes. The existence of a link is often determined by analyzing time series of an observable quantity recorded for each one of the two node candidates. In a recently published work [5], a new method was proposed to identify networks out of a set of time series. The method relies on the computation of zero-delay cross-correlation between pairs of time series: the significance of the correlation is assessed by

[^0]means of surrogate data generation. The key feature of the algorithm is that it not only provides the network structure, in terms of links between nodes, but it also estimates the time scale at which links emerge, thus allowing to study the dynamic behavior of networks. The method, originally developed in the context of neuroscience, is applicable to any experimental situation in which nodes are characterized by scalar time series.

The present software package implements all the different stages of the aforementioned method, eventually producing a connectivity matrix out of a set of input time series. The package provides a graphical user interface that allows to preprocess the dataset and to trim the parameters for the analysis in a straightforward way. Moreover, the package provides a graphical interface that allows for the presentation of the results in terms of color-scale connectivity matrix.

Compared to existing tools for computing cross-correlations, our package implements a full analysis pipeline that includes the generation of surrogate time series for the estimation of the


Fig. 1. Pipeline of the analysis method between stage 1 , set of input time series, to stage 5, final connectivity matrix. Quantities in red correspond to input data or parameters that have to be provided by the user. The algorithm steps are highlighted in blue. All steps are described in detail in the main text. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
significance. This approach allows to tackle situations in which a non-Gaussian dynamics is present.

## 2. Zero-delay cross correlation analysis of networks

The method implemented in the present package is graphically summarized in Fig. 1. The input of the algorithm are $N$ time series corresponding to the $N$ candidate nodes (stage 1). The method automatically performs mean subtraction and normalization on the analyzed time series; no additional preprocessing is required. However, in order to suitably choose the range of window widths covered by the algorithm, a spectral analysis should be performed by means of conventional time series analysis techniques [6] and nonlinear techniques [7,8].

Prior to the main processing pipeline explained below and in order to possibly highlight underlying stationary processes, the cross-correlation of the whole time series, or alternatively the related $p$-value, can be computed and visualized.

The first step consists in computing a correlation diagram for each of the $N(N-1) / 2$ pairs of nodes. Correlation is computed as the zero-delay Pearson correlation coefficient $r(k, w)$ between two windows of the two time series under analysis.

The width $w$ (in terms of number of samples) of a window runs from a base width $w_{0}$ up to $N_{w} w_{0}$, where both $w_{0}$ and $N_{w}$ are integer parameters set by the user; in addition, $w_{0}$ has to be even. The maximum window width must be smaller than the length of the time series $\Lambda$. The first window having maximum length $N_{w} w_{0}$ spans the points of the time series having an index between 0 and $N_{w} w_{0}-1$. The index of the leftmost of the two middle points (henceforth referred to as simply the window's middle point), namely $N_{w} w_{0} / 2-1$, makes up the starting value $k_{\text {min }}$ of the parameter $k$. This starting value remains the same also for shorter window lengths. The parameter $k$, which thus corresponds to the position of the middle point of any running
window, is then progressively incremented in steps of $w_{0}$ up to the value that still accommodates a largest-window within the time series:
$k=k_{\text {min }}+m \cdot w_{0}$, where
$0 \leqslant m \leqslant m_{\max } \equiv\left\lfloor\frac{\Lambda}{N_{w} w_{0}}\right\rfloor$.
Consequently, a correlation diagram, i.e. the set of all correlation coefficients $r(k, w)$ for a specific pair of nodes, has $N_{w}$ rows, and a number of columns $m_{\max }+1$ that depends on the length of the time series. An example of a correlation diagram is visible on the right part of Fig. 1, stage 2. A diagram of the windowing scheme for the computation of correlation coefficient is shown in Fig. 2.

In some research fields, the evaluation of the zero-delay crosscorrelation can be severely spoiled by noise. In these cases, it is more convenient to evaluate $r(k, w)$ (with zero-delay between the two time series) as the average of $r(k, w ; \tau)$ and $r(k, w ;-\tau)$, where $r(k, w ; \tau)(r(k, w ;-\tau))$ is the cross correlation between the first (second) time series delayed by $\tau$ and the second (first) time series. The delay $\tau$, which has to be assigned as a positive integer number, and is therefore expressed in sampling time units, must be much smaller than the time scale to investigate. An example is provided by MEG analysis, in which the source leakage phenomenon spoils direct evaluations of $r(k, w)$ [9]. It has to be noted that the use of a delay changes the value of the time series length to be used in the $m_{\max }$ definition above from $\Lambda$ to $\Lambda-\tau$.

The second step consists in assessing the significance of each correlation coefficient and producing a $p$-value diagram (stage 3 ), namely a set of $p$-values $p(k, w)$ each associated with the corresponding correlation coefficient $r(k, w)$. Given $k, w$, to evaluate a $p$-value, a set of $M$ pairs of surrogate time series are generated out of the two original time series by means of the Iterative Amplitude Adjusted Fourier Transform (IAAFT) algorithm [10,11].


Fig. 2. Assessment of correlation coefficients $r(k, w)$ in the case of the node pair $i, j$.

This algorithm conserves both the distribution of values and (approximately) the autocorrelation of the original time series. A detailed discussion on limitations and caveats concerning the IAAFT algorithm can be found in Refs. [11,12]. For each pair of surrogate time series, a correlation diagram is generated. The $p$ value $p(k, w)$ is then computed by ranking the original $r(k, w)$ correlation coefficient within the set of the $M$ surrogate values, and normalizing the rank by $M$. The number $M$ of surrogate pairs to generate is set according to the desired resolution on the $p$ assessment.

The significance of the cross-correlation can be also assessed by using a Fisher F-test based on a linear regression between the two time series according to the following expression:
$p=1-F\left(f, \nu_{1}=1, \nu_{2}=w-2\right)$,
where $F\left(x, v_{1}, v_{2}\right)$ is the cumulative F distribution with $\nu_{1}, v_{2}$ degrees of freedom and
$f=\frac{w}{\frac{1}{r^{2}(k, w)}-1}$.
However, it has to be stressed that the application of the Fisher F-test sets normality requirements that are not necessarily complied with by the time series to analyze.

The information contained in a $p$-value diagram is further processed by computing the efficiency $\eta(w)$. At a given window width $w$, the efficiency $\eta(w)$ is evaluated as the fraction of windows of width $w$ for which $p(k, w)<\alpha$, where the significance threshold $\alpha$ is a parameter to be set by the user. This step produces an efficiency function $\eta(w)$ for each pair of nodes $i, j$ (stage 4). Efficiency can also be computed by using non-overlapping windows, an operation that however increases the statistical noise on the parameter $\eta$.

Finally, in the last pipeline step, the existence of links and the corresponding time scale of observability are assessed. A link between node $i$ and node $j$ is deemed to exist if the efficiency overcomes a given efficiency threshold $\eta_{0}$. The minimum window width, if any, for which $\eta(W) \geqslant \eta_{0}$ determines the time scale of observability for the link between node $i$ and node $j$. The information on the existence of links and the corresponding time scales of observability, are collected in the symmetric matrix $\widehat{W}$ (stage 5): the element $\widehat{W}_{i, j}$ of the matrix is the time scale, if any, at which a link is observable between nodes $i$ and $j$. The diagonal
elements of $\widehat{W}$ are equal to zero, because each node is correlated with itself at any time scale.

The matrix of time scales $\widehat{W}$ is the final product of the first part of the algorithm. However, more than one set of recordings of the same system might be available, corresponding to more than one time series for each node. For example, if $\widehat{W}_{1, A}$ is the matrix built on a first electroencephalographic recording carried out on subject $A$ by means of a multi-channel device, one might replicate the recording in later times, thus producing $\widehat{W}_{2, A}, \widehat{W}_{3, A}$, .... Moreover, more than one system with the same expected network structure might be under investigation. As an example, the same EEG analysis could be carried out also on subject B, C, .... It is then necessary first to merge the information contained in the matrices of time scale within the same system and then, possibly, to merge results between different systems. These two post-processing steps are summarized in Fig. 3. Within the same system, the information contained in the matrices of time scales is merged to produce a matrix $\widehat{W}_{A \text {, merge }}$ whose $i, j$ th element is assessed by ranking all the $i, j$ th elements of the single matrices and picking the $R_{\text {within }}$ th one, where $R_{\text {within }}$ is a parameter to be set by the user. Matrix elements for which no time scale exists are considered to be larger than any finite element.

If different systems are given, each one with its $\widehat{W}_{S, \text { merge }}$, information is merged in a single matrix by applying the same ranking procedure, though by means of a different ranking parameter $R_{\text {between }}$. Merging information through ranking is justified by the fact that the distribution of time scales is unknown, and thus the sample mean is not necessarily a reliable statistics.

## 3. Package structure

The package consists of two graphical user interface (GUI) apps and two command line executables. One of the apps, netOnZeroDXC_analysis, performs the whole analysis pipeline from the input time series down to a matrix of time scales, as summarized in Fig. 1. The first two analysis steps, namely the computation of correlation diagrams and $p$-value diagrams, are also carried out by the command line program netOnZeroDXC_diagram. The third step, namely the computation of efficiencies, is carried out by the command line program netOnZeroDXC_efficiency. The two command line programs are provided separately from the GUI to facilitate a user to perform part of the analysis on remote computing clusters. Finally, the second GUI app, netOnZeroDXC_merge,


Fig. 3. Merging of the results from different recordings and systems. The two parameters $R_{\text {within }}$ and $R_{\text {merge }}$ have to be provided by the user.
implements the steps of the pipeline shown in Fig. 3, namely the merging of the results from different recordings within the same system and between different systems.

The code is written in C++. Besides standard C++ libraries, the GNU Scientific Library (GSL) $[13,14]$ is employed to provide random number generation and fast Fourier transform routines. The graphical interfaces are built on the wxWidgets library [15]. The source file netOnZeroDXC_algorithm. cpp contains the core implementation of the algorithm, which is shared by the four programs described above. The rest of the code is devoted to input/output functionalities (*_io.cpp) and graphic interfaces (*_gui_*.cpp). The "main" source files are labeled by *_main. cpp. A scheme of the package components and their role in the analysis pipeline is shown in Fig. 4.

A user manual with details on the software functionalities is provided, as well as setup instructions for both Windows and Linux platforms. A set of examples is included in the package.

### 3.1. Generation of a matrix of time scales

All programs are fed with input data in the form of plain ASCII files with columns delimited by a valid separator (either tabulation, space or comma) to be assigned within the apps. Similarly, all results are saved as ASCII files with the same column delimiters. No constraints are set on the extension of input files. Output files are generated with a ".dat" extension.

The analysis is started by loading multivariate time series in the netOnZeroDXC_analysis app (or equivalently by feeding them into the command line program netOnZeroDXC_diagram) through a dedicated input panel. It is also possible to load intermediate analysis results instead of raw multivariate time series. In this way, it is possible to repeat some analysis steps and, for example, trim relevant parameters, while avoiding the necessity to restart the analysis procedure from the very beginning. For the same reason, all intermediate steps can be optionally saved, and sessions can be restarted from these saved steps.

When a set of files, each containing a single time series, is fed to the app, each filename has to contain a shared part
and a single, running label which is sorted out by the app by looking at delimiters (either underscore or dash) and discarding shared parts (e.g. file extensions). Examples of valid file names are "sequence_a.csv", "sequence_b.csv", etc. On the other hand, in the case of a single file containing all time series, nodes are automatically labeled by progressive integer numbers. Similarly, if a set of files, each containing a single $p$-value diagram or a single efficiency function, is fed to the app, the corresponding filenames are required to contain a shared part and two running labels. Again, these labels are sorted out by the app in a similar way as above. Examples of valid filenames are "pdiag_12_15.dat", "pdiag_12_16.dat", etc. Running labels are lexicographically ordered.

Once data are loaded, a configuration panel allows the user to set the target stage of the analysis as well as all the required parameters (labeled in red in Fig. 1). The "Run" button triggers the computation. Further details on the functionalities of the netOnZeroDXC_analysis app are given in the user manual accompanying the package.

One main option concerns the possibility of exploiting, if available, parallel computing to accelerate the assessment of $p$-value diagrams, which is the computationally most demanding step of the pipeline. To this purpose, the command line program netOnZeroDXC_diagram is provided, which performs the computation of a single $p$-value diagram out of a pair of time series. The parameters required for this step of the analysis have to be provided to the program through command line flags. Finally, the command line program netOnZeroDXC_efficiency computes an efficiency function out of a single $p$-value diagram. For both these command line programs, the necessary flags are described in the user manual as well as in the software versions that can be invoked via -h, -help.

The netOnZeroDXC_analysis app can graphically show a preview of the matrix of time scales by using a color scale. Inside the preview window, two controls allow to change the significance threshold $\alpha$ and the efficiency threshold $\eta_{0}$. The preview matrix is updated accordingly in real time.


Fig. 4. Package components and their role in the analysis pipeline.


Fig. 5. Layout of the netOnZeroDXC_analysis app. The steps refer to example 1 and are highlighted with numbers: (1) input panel; (2) selection of the target output of the analysis; (3) parameters of the analysis; (4) settings concerning the output files; (5) analysis by means of parallel computing (enabled); (6) "preview" button to be used in order to show a preview of the matrix of time scales.

### 3.2. Merging of matrices

The steps of merging matrices from different recordings within the same system and, possibly, between different systems (see Fig. 3) is carried out by using the netOnZeroDXC_merge app. Within the app, the set of recordings/systems can be suitably
handled. The app can load either matrices of time scales or efficiency functions. This latter possibility is provided in the case that the user carries out the previous analysis steps by means of the command line programs, which indeed yield efficiency functions. In the case of large datasets, and in order to avoid manual feeding of data, a "configured load" mode is available: a


Fig. 6. Layout of the netOnZeroDXC_merge app. The steps refer to example 3 and are highlighted with numbers: (1) input panel; (2) recordings/systems lists; (3) dataset validation; (4) panel with parameters settings, preview and output; (5) "global" preview button that leads to a merging both within system and between systems; (6) preview window with sliders to trim parameters.
suitable configuration file has to be provided to the app, in which recordings and systems are listed along with the filenames to load. Details on the configured load and a sample configuration file can be found in the user manual and in the examples folder, respectively.

## 4. Illustrative examples

In this section, four examples are presented to illustrate the functionalities of the package. These examples, as well as the corresponding data, can be found in the sub-folders of the "examples" folder provided with the package.

### 4.1. Analysis pipeline for a set of sequences

In the example contained in the folder "example_1", a complete analysis pipeline for a single recording is carried out. The analyzed dataset consists of 15 time series of 500 points each, stored as tab-separated columns inside a single file named "sequences.dat". The file is loaded in the app netOnZeroDXC_ analysis by checking the "starting data" control box to "Sequences: single file". The parameters are set according to Fig. 5. The computation takes a few minutes on a standard laptop.

Finally, a graphical preview of the computed matrix of time scales is shown up: since the analysis was carried out starting from raw multivariate time series, $p$-value diagrams are computed by the app as an intermediate step. Consequently, it is possible to trim both the significance threshold $\alpha$ and the efficiency threshold $\eta_{0}$. Fig. 5 shows a summary of the example, as well as the matrix of time scale for two different threshold configurations. Note that the $p$-value diagrams could have been computed also by using the command line program netOnZeroDXC_diagram. For each pair $i, j$, a call would look as follows:
netOnZeroDXC_diagram -i sequences.dat -o sample_pdiag_i_j.dat-n <i> <j>-W 50 -L 4 -M 500 where $\langle i\rangle$ runs from 1 to 14 and $\langle j\rangle$ runs from $\langle i\rangle+1$ to 15 .

### 4.2. Analysis pipeline for a set of p-value diagrams

In the example contained in the folder "example_2", an assessment of the matrix of time scale out of a set of $p$-value diagrams is carried out. This scenario occurs when $p$-value diagrams are already available. The diagrams are loaded in the app netOnZeroDXC_analysis by checking the "starting data" control box to "Diagrams of $p$-value: $\mathrm{N}(\mathrm{N}-1) / 2$ files". The parameters are set according to the instructions (README file) contained in
the example folder. Again, a graphical preview of the computed matrix of time scales is shown, as a function of the trimmable significance threshold $\alpha$ and efficiency threshold $\eta_{0}$.

### 4.3. Merging multiple recordings

In the example contained in the folder "example_3", a merging of multiple recordings and systems is carried out. The dataset consists of files containing efficiency function. Because $N=10$ nodes are investigated, $N(N-1) / 2=45$ files are present for each recording. The structure of the dataset is described in the configuration file "config_efficiency.cfg". Within this file, each row, which corresponds to a recording, contains the label of the system, the label of the recording, a mode label set to "e" (which stands for "efficiencies"), and a filename. The latter string identifies a file in the "data" folder that contains a list of efficiency files to be loaded for a given recording. The configuration file is loaded in the app netOnZeroDXC_merge by means of the "Configured load" button. The input controls are set according to Fig. 6. Once data are loaded, the dataset has to be validated and pre-processed. A graphical preview of the merged matrix is finally available, as a function of the trimmable ranking parameters that characterize the merging operations. Because efficiency functions are available, the efficiency threshold $\eta_{0}$ can be also trimmed. Fig. 6 shows a summary of the example and the merged matrix of time scales for a given choice of parameters. The folder of example 3 also contains a configuration file, "config_matrix.cfg", to load matrices instead of efficiency functions.

### 4.4. Merging matrices from multiple recordings

In the example contained in the folder "example_4", the merging of six recordings stemming from the same system is carried out. The dataset consists of six matrices of time scales, each containing 24 nodes. Again, the dataset is validated and pre-processed, and a graphical preview of the merged matrix is shown. In this case, because a single system is present, the only parameter that can be trimmed is the ranking parameter associated to recordings within a system.

## 5. Conclusions

In this work, the NetOnZeroDXC package is presented. The package implements a method for the identification of networks out of multivariate time series and is designed to be an easy-to-use interface between the user and the related multi-stage algorithm. The package provides two graphical interface apps to analyze multivariate time series data from a single source and to merge analysis from different sources, respectively. Two command line programs, each carrying out crucial computational steps implemented in the first, analysis app, are also included in the package. As an alternative to the analysis app, these command line programs are suitable for analysis run on computer clusters.

The package can be applied in all research fields where each node of a complex systems is described by a recorded time series and the existence, as well as the timing features of an underlying network structure is investigated.

A future development of the method presented in this paper can regard the replacement of the cross-correlation with mutual information in order to investigate nonlinear correlations. Alternatively, partial correlations can be investigated in order to possibly distinguish direct links from mediated ones.

A major improvement of the method would then concern the evaluation of nonzero delay cross-correlations in order to assess not only network structures but also hierarchical relations within a network.
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