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a b s t r a c t

The possibility of using microRNA (miRNA) levels as diagnostic and prognostic tools to detect different
pathologies requires the implementation of reliable classifiers, whose training and use call for quality
control of data corresponding to miRNA expression. In this work we present the MiRNA-QC-and-
Diagnosis package. The package provides a set of functions for the R environment that implement
the required quality control steps and thereupon allow to train, use and optimize a Bayesian classifier
for diagnosis based on the measured miRNA expressions. The package thus makes up a complete and
dedicated analytical toolbox for miRNA-based diagnosis.

© 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

MicroRNA (miRNA) expressions are known to make up suit-
able biomarkers to detect and classify different kinds of patholo-
gies [1–3], most notably cancer [4,5]. Consequently, many studies
have been devoted to the investigation of classifiers that rely on
the measured expressions of miRNAs [6–9], obtained for exam-
ple by means of quantitative polymerase chain reaction (PCR)
assays [10]. A possible classification approach is to compute a
sample ‘‘score’’ out of the measured miRNA expressions and then
compare this score against a threshold that has to be suitably set
in a ‘‘training step’’ by relying on pre-classified datasets.

∗ Corresponding author at: Department of Physics, University of Trento,
38123 Trento, Italy.
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In this work we present the MiRNA-QC-and-Diagnosis package
that implements a binary classifier for miRNA-based diagnosis.
The classifier training, namely the determination of the diagnostic
threshold, is carried out following a Bayesian approach [5,11].
Once a trained classifier is available, the package provides a
function to classify new data. Quality control (QC) of datasets,
which makes up a crucial, preliminary step both in training and
diagnosis, is also implemented in the package through func-
tions that allow to identify and remove outliers. In addition,
the package provides a tool to carry out a statistical analysis of
miRNA expressions, including the evaluation of cross-correlation
between miRNA expressions, which can give insight into possible
ways to improve the classifier’s performance [5].

The algorithm implemented in the package was first devised
and tested on a prototypical case of classifying samples either
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to adenocarcinomas or to squamous cell carcinomas. The mathe-
matical aspects of the algorithm, as well as the clinical case, are
thoroughly described in a work by Ricci et al. [5] entitled ‘‘Sta-
tistical analysis of a Bayesian classifier based on the expression
of miRNAs’’, which makes up the main reference to the present
work.

2. Bayesian classifier relying on miRNA expression multiplets

The method described in this package is graphically summa-
rized in Fig. 1.

The input data required by the algorithm are subject-related
measurements of miRNA expressions. Typically, for each subject,
a set – i.e. a multiplet – of measured values is available for each
miRNA of interest. In the framework of miRNA-based diagno-
sis, miRNA expressions are usually provided in triplicates [5]. A
dataset that is used to train the classifier must contain, for each
subject, the a priori classification, i.e. a clinical diagnosis that
is typically inferred by immunohistochemical analysis and gene
profiling.

In the QC step, data are first prepared by condensing the
information contained in each multiplet into a pair given by
the sample mean x̄ and the sample standard deviation s of the
multiplet’s original values. To this purpose, the size m of the
multiplets has to be set by the user. Multiplets with size different
from the selected one are discarded.

The core of the QC step of the algorithm consists in remov-
ing outliers from the dataset. This operation is carried out by
considering the variance of each multiplet: given a miRNA, and
assuming the multiplet variances to be distributed as a χ2, a
multiplet can be identified as an outlier whenever its variance
exceeds a threshold σ 2

max corresponding to a given level of sig-
nificance α. The corresponding standard deviation σmax, which is
referred to in the package as ‘‘quality threshold’’, can be either in-
ferred through a statistical analysis on a given dataset or already
known from previous assessments.

The second step of the algorithm consists in training a Bayesian
classifier to distinguish between two sets of classes, henceforth
referred to as the ‘‘Target set’’ T and the ‘‘Versus set’’ V . Both
T and V are sets of classes – possibly a single one – into which
subjects have been a priori classified by using the alternative diag-
nostic techniques mentioned above. The key quantity a classifier
relies on is taken to be a linear combination of the sample means
of suitably selected miRNAs [5]; the numerical value of the linear
combination makes up the subject-related score.

The selection of miRNAs and the choice of the related coeffi-
cients, i.e. the definition of the linear combination providing the
score, is a crucial step of the algorithm. Unless a prior knowledge
is given, this step requires a preliminary statistical analysis, which
is performed separately on each miRNA, as follows. Subjects are
grouped according to their a priori classification into the two T
and V sets and thereupon the sample mean and sample standard
deviation of that miRNA’s values are computed for both sets.
The analysis provides the p value of the Shapiro–Wilk test for
normality as well as the p value of the Student’s t-test to check
the null hypothesis that the Target and Versus sets have the
same population mean. The result is used to determine whether
a miRNA is suitably discriminating between the two sets.

In addition, a matrix containing the linear correlation coef-
ficients between the pairs of all available miRNAs is computed,
along with the corresponding p value matrix. The reason is that
correlation can be used to improve the accuracy of a classifier by
combining a discriminating miRNA with a second, not necessarily
discriminating one [5]. Besides the matrices of the linear corre-
lation coefficients and of the p values, a matrix of the optimal
coefficients for each miRNA pair is produced.

The method also allows to take into account a possible experi-
mental bias in the measurement of miRNA expressions. For exam-
ple, measurements taken at different times and/or by using differ-
ent setups can lead to different values of the multiplets’ sample
means. A possible solution (see for example Ref. [12]) is the
use of a specific miRNA as a ‘‘normalizer’’. Consequently, rather
than considering a single miRNA value, the analysis is carried
out on the difference between that value and the corresponding
normalizer value.

When a suitable linear combination is identified by specifying
the set of miRNAs {Fi} and the coefficients {ci}, the training
phase consists in assessing a diagnostic threshold χ so that, if a
score does (does not) overcome it, the corresponding subject is
classified into the T (V ) set. The value of χ is assessed in order
to obtain the maximum accuracy (rate of correct responses).
Two additional thresholds are assessed, namely χ90:10 and χ10:90,
corresponding to the 90% and 10% likelihood of the subject to
belong to the Target set, respectively.

Once diagnostic thresholds are given, diagnosis can be per-
formed on any new subject according to the very same rule.

3. Software framework

3.1. Software architecture

The package consists of a set of functions for the R envi-
ronment [13]. Documentation for each function is included in
the package and is directly accessed from the R environment by
means of the help() command. A pdf user manual concerning
download, setup, and use of the functions is provided within the
package.

3.2. Quality control: preprocessing and outlier removal

Four functions, miRNA_expressionPreprocessing, miRNA_
assessQualityThreshold, miRNA_loadQualityThreshold,
miRNA_removeOutliers, concern the QC stage leading to the
removal of outliers from the input dataset. The diagram in Fig. 2
shows the typical workflow that uses these functions.

The input data have to be formatted as a data frame object,
with columns labelled as ‘Subject’, ‘miRNA’ and ‘Value’. A train-
ing dataset has to contain an additional column labelled ‘Class’
corresponding to the a priori diagnosis.

The preprocessing occurs through the function miRNA_
expressionPreprocessing. A first action consists in removing
rows containing non-numerical entries in the ‘Value’ column. If
the resulting number of rows for a given subject and miRNA
coincides with the multiplet size m, the sample mean x̄ and the
sample standard deviation s are computed for that multiplet.
The preprocessed data frame contains the columns ‘Subject’,
‘miRNA’, ‘Mean’, ‘StdDev’, ‘SampleSize’ and, in the case of a
training dataset, the ‘Class’ column too.

Given the preprocessed data frame and a level of signifi-
cance α set by the user (for example α = 0.05), the func-
tion miRNA_assessQualityThreshold evaluates the quality
threshold σmax for each miRNA. The output is a data frame
whose columns ‘miRNA’ and ‘QualityThreshold’ contain the miR-
NAs available in the dataset and the corresponding quality thresh-
olds. Alternatively, it is possible to load a pre-determined file by
means of the function miRNA_loadQualityThreshold.

Outliers are filtered out by the function miRNA_remove-
Outliers. The function, which is fed with the preprocessed data
frame and the quality threshold data frame, returns a copy of the
preprocessed data frame devoid of outliers.
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Fig. 1. Graphical summary of the classification pipeline.

Fig. 2. Pipeline concerning the QC stages, namely preprocessing and outlier removal.
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Fig. 3. Pipeline concerning the training of a Bayesian classifier and its use.

3.3. Training of the Bayesian classifier

The functions miRNA_classifierSetup, miRNA_loadDiag-
nosticThresholds, miRNA_diagnosis concern the miRNA
statistical analysis, the training of the Bayesian classifier, and the
use of the classifier for diagnosis and testing. Fig. 3 shows the
typical workflow concerning these three functions.

The function miRNA_classifierSetup performs both
miRNA analysis and classifier training. The function takes in a
preprocessed data frame, two lists of classes to be used as Target
and Versus sets, a list of miRNAs, and a list of coefficients. The last
two lists describe the score, namely the linear combination which
the classifier relies on. Depending on the inputs to the function,
two different function modes can be evoked. The preprocessed
data frame and the Target set are mandatory in all cases. If no
Versus set is provided, the function automatically assumes all
the remaining classes in the dataset to belong to the Versus set.
Alternatively, the Versus set can be explicitly provided as an
additional input list.

In Analysis mode, i.e. when a statistical analysis of the available
miRNAs has to be carried out, no further inputs are required.
However, if a single miRNA is given in input, it is used as nor-
malizer. In Analysis mode the function miRNA_classifierSetup
produces in output a data frame containing the results of the
analysis as well as histogram plots regarding miRNA expression
distributions both in the case of the Target set and of the Versus
set.

In Training mode, a list of miRNAs and the corresponding list
of coefficients are fed to the function. The two lists again describe
the linear combination which the classifier relies on, i.e. the score.
The main output parameter of the classifier is the diagnostic
threshold χ , which is produced along with the thresholds χ90:10,
χ10:90.

In addition the function miRNA_classifierSetup produces
a set of parameters to express the classifier’s performance: confu-
sion matrix; accuracy (rate of correct responses); specificity and
sensitivity; F1-score; separation d′, normalized by the standard
deviation, between score distributions of the Target and the Ver-
sus set; area-under-curve of the Receiver Operating Characteristic
(ROC) curve [14]. The function also produces histogram plots of
the score distribution, a scatter plot of the score values against
the thresholds, and the ROC curve plot.

3.4. Diagnosis through the Bayesian classifier

If already available, diagnostic threshold values can be loaded
by using the function miRNA_loadDiagnosticThresholds.

Finally, diagnosis, namely the classification of subjects in a
dataset as belonging to the ‘Target’ or ‘Versus’ class, is performed
through the function miRNA_diagnosis. Taking as input a pre-
processed dataset and a diagnostic threshold data frame, this
function produces a dataset containing the columns ‘Subject’,
‘Diagnosis’, ‘Score’.

In order to test the classifier’s performance, provided that an
a priori classification is available, the function also produces the
set of parameters, and the related plots, described above.

4. Illustrative examples

In this section three examples of analysis pipelines relying
on the MiRNA-QC-and-Diagnosis functions are presented. The
datasets and the scripts containing the related function calls are
stored in the /examples/ directory within the package:

• Synthetic data

– synthetic_dataset_alpha.dat
– synthetic_dataset_beta.dat
– example_synthetic_dataset.R

• Real data 1 (see Ref. [5])

– real_dataset_1_training.dat
– real_dataset_1_testing.dat
– real_dataset_1_additional.dat
– example_real_dataset_1.R

• Real data 2 (see Ref. [3])

– real_dataset_2_training.dat
– real_dataset_2_testing.dat
– example_real_dataset_2.R

In the first example data are simulated: while they mimic real
experimental data, they do not correspond to any real subject.
On the other hand, data used in the second and third example
are real. The analysis of these datasets are the topics of Refs. [5]
and [3]. The data of the second example are also available [15] as
supplementary material to Ref. [5].

In the following, only the first example is described. Details
of the example pipeline are discussed in the MiRNA-QC-and-
Diagnosis user manual (/docs/manual.pdf).

With regard to the other two examples, data sources, analysis
procedures and outcomes are thoroughly described in the respec-
tive references. The two scripts enclosed in the package allow to
reproduce the numerical results and the graphical plots presented
in the original works.
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Fig. 4. Histograms, for each analysed miRNA, of the expression values both in the case of the Target (blue) and the Versus (red) set. (a) FX. (b) FY. (c) FZ. (d) ∆FX
= FX−FZ. (e) ∆FY = FY−FZ. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

4.1. Data format, loading and preprocessing

The raw dataset used in this example is stored in the file syn-
thetic_dataset_alpha.dat and contains data corresponding
to 120 subjects, which are labelled by integer numbers. For each
subject, data corresponding to three miRNAs, labelled as FX, FY,
FZ, are present. With the exception of the very last subject, for
each miRNA three values (a triplicate, i.e. a multiplet of size 3)
are provided. The last subject has multiplets of size 2 (doublets)
instead. Because a ‘Class’ column is present, the dataset is eligible
for classifier training.

The first step is to load the dataset file. Because the column
names are written in the first row, it is sufficient to call the R
function read.table with the ‘‘header’’ argument set to TRUE.

Preprocessing is performed by the miRNA_expression-
Preprocessing function, with ‘‘multipletSize’’ set to 3. Conse-
quently, subject #120 is excluded from the resulting preprocessed
data frame.

4.2. Outlier removal

To remove outliers, a quality threshold has first to be as-
sessed for each miRNA. This assessment is carried out by feeding
the preprocessed data frame to the function miRNA_assess-
QualityThreshold. In this example, the significance level α is
set to 0.05; the resulting quality threshold values turn out to be
0.51, 0.50, 0.53 for the miRNAs FX, FY, FZ, respectively.

Once the quality thresholds are available, the preprocessed
data frame is purified by removing possible outliers through
the function miRNA_removeOutliers. As a consequence, the
purified data frame (345 entries) turns out to be smaller than the
preprocessed one (357 entries).

4.3. Features analysis

The purified data frame contains the classes ‘‘A’’, ‘‘B’’, ‘‘C’’.
In this example, the first class alone makes up the Target set,
while the remaining two classes are assumed to belong to the

Versus set. Because the optimal choice of miRNAs and the related
coefficients to be used by the classifier is unknown, the function
miRNA_classifierSetup is first run in Analysis mode. The re-
sulting histogram plots are shown in Fig. 4(a)–(c) corresponding
to the distributions of the miRNAs FX, FY, FZ. None of the three
miRNAs appears to discriminate between the Target and the
Versus set. On the other hand, Fig. 4(d), (e) show the histogram
plots in the case of FZ taken as a normalizer, i.e. for the linear
combinations ∆FX = FX−FZ and ∆FY = FY−FZ. According to
the Student’s t-test analysis (the Shapiro–Wilk test of normality
produced positive outcomes), the difference ∆FX = FX−FZ effi-
ciently discriminates between the Target and the Versus set. It is
then possible to use the linear combination 1·FX+(−1)·FZ as the
classifier’s score.

4.4. Training of a Bayesian classifier

Once a linear combination is established, the Bayesian clas-
sifier is trained by means of the function miRNA_classifier-
Setup set in Training mode. For the dataset used in this example,
the classifier diagnostic threshold turns out to be χ = 4.6 ± 0.1.
The function miRNA_classifierSetup also produces the three
graphical files shown in Fig. 5.

4.5. Classification of a dataset

The /examples/ directory stores a second dataset, namely
synthetic_dataset_beta.dat, which includes simulated data
for 200 subjects. In this case, no ‘Class’ column is present. Loading
and preprocessing are identical to the case of the dataset syn-
thetic_dataset_alpha.dat presented above. After QC, the
dataset is reduced to 183 subjects.

The dataset is classified by means of the function miRNA_
diagnosis. The lists of miRNAs and coefficients are the same as
the ones used in the training step. In addition, the diagnostic
thresholds yielded by the training process are fed to the function.
The classification assigns 93 subjects to the Target set and 90
subjects to the Versus set.
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Fig. 5. Classifier training outcomes. (a) Histograms of the score distributions for the Target set (blue) and the Versus set (red). The green lines correspond to the
diagnostic threshold (solid line) and the corresponding uncertainty (dash-dotted lines). (b) ROC curve. (c) Scatter plot of the score values against the diagnostic
thresholds. The black, blue and red solid lines correspond to the diagnostic threshold χ , χ90:10 and χ10:90 , respectively, while the dash-dotted lines correspond to
the related uncertainties. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

5. Conclusions

In this work, the MiRNA-QC-and-Diagnosis package is pre-
sented. The package implements, in the R environment, a com-
plete set of functions that carry out quality control tasks on input
data corresponding to measured values of miRNA expressions,
and allow both to train and use a Bayesian classifier for diagnostic
purposes.

Many powerful algorithms exist to set up a classifier, like sup-
port vector machines [16,17], C4.5 [18,19], linear and quadratic
discriminant analysis [20,21], k-nearest neighbours algorithms
[22,23]. For each approach, an R implementation is available.
Despite these methods are quite versatile to optimize the de-
cisional parameters on a training set, a probabilistic approach
is more suited to provide an immediate quantification of the
reliability of a classifier’s performance. The advantage of using
the Bayesian approach implemented within the MiRNA-QC-and-
Diagnosis package relies on the verification of the normality of
the different distributions of interest. This advantage allows for
the estimation of the classifier’s reliability even in the case of a
limited size of the available data sets.

Beside providing a binary classifier based on a Bayesian ap-
proach, the MiRNA-QC-and-Diagnosis package tackles two as-
pects that are crucial to set up a reliable classifier: a quality
control stage for the identification and removal of outliers; a
suitable statistical analysis of input data to improve the classi-
fier’s performance by exploiting correlations. The MiRNA-QC-and-
Diagnosis package thus makes up a dedicated toolbox to develop
pipelines for diagnosis based on measured miRNA expressions.

A future development of the method presented in this paper
can regard the automatization of the procedure that leads to the
optimal choice of the miRNAs to be used within the classifier and
to the trimming of the related coefficients.
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